MEASUREMENT PRECISION
WITH THE COAL MINE DUST PERSONAL SAMPLER

Jon Kogut,* Thomas F. Tomb,?
Paul S. Parobeck,®? Andrew J. Gero,® Karen L. Suppers®

AMine Safety and Health Administration, Denver Safety and Health Technology Center
BMine Safety and Health Administration, Pittsburgh Safety and Health Technology Center



Abstract

The purpose of this study was to quantify the precision of coal mine dust
concentration measurements made with state-of-the-art gravimetric techniques and
samplers incorporating flow control technology. Using a specialy designed, portable dust
chamber, twenty-two tests were conducted in an underground coal mine. Each test
consisted of collecting 16 simultaneous dust samples, using 16 coa mine dust sampler
units, symmetrically mounted in a container with a central inlet. Dust filter capsules were
weighed in the same laboratory before and after exposure, with pre- and post-exposure
weights recorded to the nearest g (0.001 mg). The average weight gain observed within
tests ranged from 62 g, collected over a 325-minute sampling period, to 6750 g,
collected over 320 minutes. Based on aweighted least squares, repeated measures
regression analysis, a point estimate for the standard deviation of error in recorded weight
gainis 9.1 pg, with an upper one-tailed 95%-confidence limit (UCL) of 10.3 ug. The
corresponding estimate of measurement imprecision deriving from other sources (includ-
ing inter-sampler variability) is 4.3 percent (UCL = 6.8%). For dust samples collected
over a480-minute period, this results in an estimate of overall measurement imprecision
(CV ) decreasing asymptotically from 7.8 percent (UCL = 8.9%) at dust concentrations
of 0.2 mg/m? to 4.3 percent (UCL = 6.4%) at concentrations greater than 2.0 mg/m?®. To
confirm the regression estimate of imprecision due to sources other than weighing error,
an analysis of variance was performed on 12 tests (186 measurements) for which weighing
error was expected to contribute only a small fraction of CV,,,. Based on this second
analysis, variability attributable to physica differences between sampler unitsis estimated
at 2.3 percent (UCL = 3.1%) and measurement imprecision attributable to the combined
effects of variability in air flow and flow rate adjustment is estimated at 4.0 percent
(UCL =4.4%). These combine to form an estimate of 4.6 percent (UCL = 5.1%) for
average CV,, a weight gains greater than 500 pg.

Key words: respirable dust, gravimetrics, cyclone, weighing error,
sampling variability, sampling and analytical error.

Introduction

Since 1970, a number of attempts® @ have been made to quantify the accuracy
and precision of respirable dust measurements obtained using the sampling equipment
approved for usein U.S. coal mines. These studies have generaly involved equipment
which, though possibly till in service, isfar from state-of-the-art. Furthermore, many of
the attempts to quantify precision have relied on data originally collected for a different
purpose. One example was data obtained from testing to establish an equivaency factor
between the coal mine dust sampler and the MRE sampler®®. These and other data were
used by the National Institute for Occupational Safety and Health (NIOSH) in its 1982
attempt to estimate the precision of respirable coal mine dust measurements.®
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The past reliance on data collected for other purposes has resulted in estimates of
measurement uncertainty confounded by uncontrolled factors. For example, one study
relied on samples collected up to 14 inches apart and, therefore, included spatial variability
in dust concentration as part of the estimated measurement imprecision.? Actual differ-
ences in the aerosol concentration at the different locations sampled may have contributed
to arelatively high estimate of measurement uncertainty.

Three independent factors have been identified as contributing to the variability, or
imprecision, of aerosol dust concentration measurements collected in identical mine
atmospheres with coal mine dust personal sampler units. These include (1) weighing
errors; (2) variability attributable to the pump, including both variability in the initial
adjustment of air flow rate and random fluctuationsin air flow during the sampling period;
and (3) physical differences between individual sampler units.® Imprecision due to these
factors are quantified, respectively, as CV ,4qy, CV mp (COMprising the combined effects
of variability in air flow and flow rate adjustment), and CV . Overall measurement
imprecision (CV,,,) can be obtained by combining the independent components of the
measurement system using the following equation:

CV%otd = vazveight + Cviampler + Cvgump' (1)

Since past studies frequently relied on combining estimates of these components
obtained from different bodies of data, some of them have suffered from methodol ogical
problems related to combining individual sources of uncertainty. In 1984, for example,
NIOSH identified several conceptua errorsin earlier studies that had led to double- or
even triple-counting of some variability components.©

A different approach to estimating measurement imprecision is to conduct a study
that derives CV , directly from a sufficiently large number of simultaneous measurements
of the same dust aerosol. Using this approach, the Dust Division of MSHA Technical
Support recently completed a study of the precision of measurements made with the coal
mine dust personal sampler unit. The purpose of this study was to quantify the total
imprecision of measurements made using the most recently approved coal mine dust
sampling equipment and state-of-the-art analytical techniques. Therefore, the study was
conducted with sampling pumps incorporating flow control technology and a robotic
weighing system capable of weighing the sample collection filtersto 1 microgram. The
results of this study can be used to determine the precision attainable if: (1) samples are
collected with pumps utilizing flow control technology, (2) both pre- and post-exposure
weights are measured to the nearest microgram on a balance calibrated within MSHA's
laboratory, and (3) truncation of weightsis discontinued.



Experimental Procedures

An enclosed, dlightly tapered cylindrical container with an inlet located in the
center of the top was constructed. The purpose of the container was to minimize
differences in aerosol concentration which might be seen by different samplers due to
gpatia heterogeneity in the test environment. Figure 1 shows a schematic of the con-
tainer. Within the container, aring is suspended from which 16 coal mine dust sampler
sampling heads are hung. Distance between sampler inlets is approximately 5 cm for side-
by-side samplers and 20 cm for oppositely facing sasmplers. Tygon tubing passes from the
sampling heads through the walls of the container to personal sampling pumps hung on
rings around the outside of the container. Eight MSA Flow-Lite ET pumps and eight
MSA Escort ELF pumps were used. A total of 32 new 10-mm nylon cyclones were used
for the tests.

MSA filter capsules were weighed to 0.001 mg at MSHA's Respirable Dust
Sample Processing Laboratory, using a Mettler MT5 balance. The capsules were then
sealed in cassettes and placed into sampling heads mounted in the container. The con-
tainer was taken into an underground coal mine and placed into either the immediate
return of a continuous miner section, a belt entry or dump point, or the track area. All
pumps were started as close to the same time as possible, and the device was left in place.
The pumps were checked and the container was rotated 90 or 180 degrees approximately
every hour during atest. No adjustmentsin flow rate were made beyond what would
routinely be done by an MSHA inspector. After each test, the filter capsules were re-
weighed at the same facility that performed theinitial weighing. Twenty-two tests were
conducted, with sixteen simultaneous dust samples collected in each test. Test duration
was between 260 and 360 minutes.

Data Analysis

Nine of the 352 samples collected in the 22 multi-port tests were voided due to
pump or hose malfunction. Table 1 summarizes weight gains and associated statistics for
the remaining 343 valid dust samples. The MRE-equivalent dust concentration corre-
sponding to the weight gain observed with a 10-mm nylon cyclone at aflow rate set at
2 lpmiscaculated as

X = (1.38 G)/(2t) )
where: X = dust concentration (mg/m?)

G = observed weight gain (g)
t = sampling time (min).
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The last column of Table 1 refersto dust concentrations corresponding to the observed
weight gains spread over a hypothetical 480-minute sampling period. No statistically
significant difference was observed between pump models.

Asindicated by Table 1, the 22 tests were conducted over a broad range of dust
concentrations. Imprecision of a dust concentration measurement, however, refers only to
variability of measurements as they deviate from the true time-weighted average dust
concentration within tests. Since the estimate of CV ., presented in Table 1 for each test
is based on a most 16 samples, it is not areliable estimate of the true CV,, to be
expected, even for dust concentrations and sampling times identical to those of the test.

In general, far more observations are required to reliably estimate the standard deviation
or coefficient of variation than to achieve a comparably reliable estimate of the mean. The
fact, however, that dust concentrations varied widely between tests makes it possible to
efficiently estimate CV ,, as afunction of weight gain, using information from all 343 of
the available observations.

Let ; denote the true time-weighted average dust concentration sampled in the i
test, let G; denote the j" weight gain observed in the i" test, and let X;; denote the MRE-
equivaent dust concentration corresponding to G;. X differsfrom p; by a measurement
error, which consists of weighing, pump, and sampler components. The average of n,
weight gain measurements observed in the i™ test is denoted by G..

The average dust concentration within the i™ test, X, provides arelatively precise
estimate of .. The relative standard error of this estimate is obtained from Table 1 by
dividing the corresponding coefficient of variation (CV) by vn, where n, is the number of
valid samplesin thei™ test. For example, the average dust concentration observed in Test
22 was X; = 1.18 mg/m?, with CV = 3.38%. Therefore, the standard error of 1.18 mg/m?
as an estimate of |1, is 3.38/V16 = 0.845 percent of 1.18, or 0.010 mg/m?®. Similarly, G, is
agood estimate of T',, the weight gain expected in the i test, given a concentration equal
to W, sampled over atime period of length t.

Measurement imprecision is quantified by CV ., which is the coefficient of
variation of X relativeto ;. Using E{} to denote the expected vaue and Var{} to
denote the variance of any random variable, note that E{ X;} = E{X}} =, and
Var{X;} = E{(X; - 1)?}. Theunderlying, or true value of CV%,, as distinguished from
an estimate based on a finite number of samples, is expressed by:

CVioa Var{X} + E{X}

E{(X; - M) = _
[n/(n - DI-E{(X;; - X%} + W ©)
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The factor of n/(n, - 1) corrects for the bias introduced by substitution of )_(i for ;.

Since I; is unknown, it will simplify the analysisto remove it from the formulafor
CV a by applying alogarithmic transformation to each X;;, yielding

CVia = [nf(n - DIEL(Y, - Y)? (4)

where Y, is the natural logarithm of X;. Equation 4 follows from Equation 3 because
Var{Y;} = Var{X;} + . 0©

The components of measurement variance due to differencesin air flow rate
among pumps, random fluctuationsin air flow during the sampling period, and differences
in the physical characteristics of individual sampler unitsall increase as more dust is
accumulated.® Since the quantity of dust accumulated is proportional to dust concentra-
tion, thisincrease is reflected by constant values for CV ., and CV ., Which express
variability relative to dust concentration. In contrast, the weight of accumulated dust is
calculated by subtracting pre- from post-exposure weighings of the entire filter capsule,
and this difference typically amounts to less than one percent of the total weight being
measured. Since the weight gain isasmall fraction of the total mass being weighed,
weighing errors can be assumed to be independent of sampling time and the quantity of
dust accumulated on the filter. It followsthat CV,, (the ratio of a constant weighing
error effect to avariable dust concentration) isinversely proportional to dust concentra-
tion. Also, Equation 2 impliesthat X; = 1.38 G/(2t;) and Var{ X;} =[1.38/(2t;)] NVar{G}.
Consequently,

CV%otd = vazveight + Cviampler + CVZ

pump

[(1.38 0 /2t) + p]? + CV2

[(1.38- 05 /2t) + X2+ CV2

Q

= (02)(UG)* + CV2 (5)
where: t. is the average sampling time associated with the i test;

0. isthe unknown standard deviation, in micrograms, of error in the weight
gain measurement;

and CV2 = CVZ, , + CV2

oump 1S @N UNKnNown constant.
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Equation 5 shows that CV?_,,, expressed as a function of (1/G))? hasthe form of a
straight line, with slope equal to o and intercept equal to CV?. It follows that 6 and
CV? can be estimated by linear regression, using (1/G))* and an estimate of CV?,,, for each
test as the independent and dependent variable, respectively. In practice, more stable
estimates of o and CV, can be achieved by estimating them directly, using a conceptually
similar nonlinear regression model:

CV, = (02/G?+CV) ¥ + ¢, 6)

In this model, CV; is the sample coefficient of variation observed in the i test, as shown in
Table 1; and €, isthe residual regression error -- i.e., the difference between estimated and
true values of CV,, for the i" test.

Since they are based on only 22 aggregated data points, the regression analyses
corresponding to Equations 5 and 6 do not fully utilize al the available information.
Significant information may be lost by using CV; to summarize the results of each test.
Therefore, the principal regression approach to be pursued here uses al 343 observations
directly. For comparison, however, Appendix A contains nonlinear regression estimates
based on applying Equation 6 to summary data for the 22 tests.

By combining Equations 4 and 5, an expression is obtained that enables estimation
of o and CV, by regression on all 343 individual observations:

[n/(ny- ] E{(Y, - Y)? = 02/GE+CV? (7)
Equation 7 is equivaent to the regression model,

W, = 0 /G}+CV +¢ 8
where W;; = [n/(n; - 1)]- (Y - \_(i)z, and the residual €; represents the deviation of W;; from
its expected value, CV%,,, at aparticular dust concentration. The standard deviation of ¢,
is denoted o...

Since the same observed value of Y; appears in W;, for each replication (j) within a
given test (i), the W,'s are correlated within tests. Essentially, the correlation arises
because g; consists of two random components: (1) a component (representing estimation
error in'Y;) that is constant for measurements repeated within each test and (2) a compo-
nent (representing pure measurement error) that is independently and identically
distributed for all 343 measurements. A repeated measures model was used to explicitly
separate these two components, thereby accounting for the correlation of W, within tests.
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The repeated measures model represents €; as t; + ¢, where 7, is arandom effect
of thei™ test and ¢ j Isarandom residua effect independent of t,. Therefore E{7,(;} =0
and oZ = Var{t} + Var{{;}. Becausethe (;'s are also independent of one another, it
follows that E{ (;C;} = 0, so that the correlation between measurements repeated within
testsis given by:

p = H (eij)(eik)} - 05
B{(v + Cij)(fi + ()} + o?
E{(cf + TiCij +TCh + CijCik)} + 02

Var{t} = [Var{t} + Va{(}]. 9)

Var{t;} represents uncertainty in the regression anaysis due to estimating the true dust
concentration within each test by the average of n, measurements. Since Var{t} is
inversely proportional to n;, this uncertainty, along with the correlation of measurements
within tests, decreases with increasing n,. In the repeated measures model employed in the
present analysis, Var{t;} is estimated from the correlation observed within tests and added
into the estimate for o? used to construct confidence limits.

To produce aregression curve for CV,,, as afunction of dust concentration
sampled for 480-minutes, Equation 10 is obtained from the last step of Equation 5 by
multiplying (1/G))? by unity, expressed as [(1.38/960) + (1.38/960)]3, and then identifying
X; =1.38G/960 with p. For any dust concentration |, the regression estimate of CV
(expressed as a percentage) is.

100- CVoy = 100[[(1.38" 0 /960) + H]* + CV 3“2 (10)

where CV,,, is now interpreted as an estimate obtained by substituting the corresponding
least-squares estimators for o and CV? into Equation 10.

The upper 95-percent confidence curve for this regression estimate of CV,, was
estimated by application of the standard method to the linear model defined by Equation
8.9 It should be noted that the relevant confidence limit pertains to the location of the
regression line itself -- not to the scatter of individual observations around the line. Error
in locating the regression line, at a particular dust concentration, is asymptotically Normal,
even if the residuals themselves are not Normally distributed. Therefore, for each value of
p sampled for 480 minutes, the 95-percent 1-tailed upper confidence limit (UCL) for
CV o Obtained from the 343-point regression is:



UCL = [CV2,, + 1.645 6,[1/343 + (z- 2)% Y'n(z - 2)]¥¥> (12)
where 6. isthe estimated standard deviation of ¢;
z = (1.38/960p) % = /T for the expected weight gain I" = 9601/1.38
2= UG? and 2 = Y nz/343

1.645 is the 95% 1-tailed confidence coefficient for Normally distributed
random errors.

Note that because dust concentration is the variable of interest, the abscissa plotted using
Equation 11 is actually p = 1.381/960 = 1.38/(960v'z) instead of z.

For weight gains greater than 500 g, the estimated value of o, declines from
1.8% of a 500 g weight gain to 0.5% of a 2000 pg weight gain (see results below).
Therefore, weighing imprecision contributes little to CV,,, for those 12 tests showing
average weight gain greater than 500 g, and its effect can be assumed to be a negligible
constant. Doing so makes it possible to estimate CV g, and CV ., from the 186 vdid
samples collected in these 12 tests.

Maximum likelihood estimates of CV g, and CV ,,,, were obtained by analysis of
variance (ANOVA), based on the following variance components model:

Yi=b+g+m (12)
where i now ranges from 1 to 12 and indexes those tests in which E;i > 500 pg;
J now ranges from 1 to 32 and indexes a particular dust sampler unit;

Y isthe natural logarithm of X, the dust concentration measurement observed
using the j" sampler in the i test;

¢, isafixed effect of the i test, representing (on alogarithmic scal€) the true dust
concentration for that test;

¢ = N(0,0?) isaNormally distributed random effect of the j™ dust sampler unit,
with Var{¢} denoted by o? equal to CV%, .
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W ® N(0,02) isaNormally distributed random residual effect, identified with that
portion of Var{Y;} not attributed to variability in ¢; and ¢;. For Y based
on relatively large weight gains, m;; is assumed to be dominated by initia
adjustment of the pump and subsequent variability in air flow. Var{m;} is
denoted by o2 and isidentified with CV3,,, for the 12 tests examined.

Asindicated in connection with Equation 4, Var{ Y} closely approximates CVZ,.
Therefore, ignoring CV 4, for tests with G > 500 pg,

Var{Y;} =~ CViu

Q

CVimpe + CV}

pump

cv?

o: + 02 (13)
Using only those tests for which G > 500 g, separate estimates of CV .\, and CV
were obtained by taking the square root of the corresponding ANOV A estimates of
o2 and o2 Because it contains a small component of weighing error, the square root of
the estimated o? + o2 should slightly exceed the estimate of CV, obtained from the
regression analysis.

pump

The 343-point regression and ANOV A analyses described above were both carried
out using BMDP module 3V.“? Each observation was weighted by its associated sam-
pling time, relative to the mean sampling time across all observations used in the analysis.
These weights, however, had little effect on the results.

Results

Table Il contains estimates of o and CV,, as defined in Equation 5, along with
related results obtained from the 343-point repeated measures regression analysis based on
Equation 8. The estimate shown for o, takes into account the correlation of residuas
within tests. Corresponding results from the aggregated regression defined by Equation 6
are presented in Appendix A.

The values shown in Table |1 were substituted into Equations 10 and 11 to
generate the estimates of CV,, and its UCL plotted, as a function of dust concentration
(W, in Figure 2. The true dust concentration being measured is specified on the horizontal
axis. Measurement imprecision is represented on the vertical axis by the estimated coeffi-
cient of variation in MRE-equivalent 480-minute dust concentration measurements
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(CVima). The slope of the regression line illustrates the changing contribution of CV,,g
to CV 4. Asdust concentration increases, CV,q4, approaches zero, and the regression
line asymptotically approaches the combined effect of CV .\, and CV,,,,,,. At an average
dust concentration of 0.1 mg/m? sampled over a 480-minute period, the regression
estimate for CV,,,, 1S 13.8 percent (UCL = 14.9%). From there, the regression estimate
for CV 4 dropsto 7.8 percent (UCL = 8.9%) at dust concentrations of 0.2 mg/m?® and
declines asymptotically to 4.3 percent (UCL = 6.4%) at concentrations greater than

2.0 mg/m?’.

By Equation 11, the distance between the regression estimate of CV,,, and its
UCL increases with increasing distance between a specified value of z and z, the mean
value of the independent variable used in the analysis. That isto say, uncertainty in the
regression estimate of CV,, increases the further z departs from the mean value of
z = 1/G? observed in the experiment. This relation, however, is not apparent in Figure 2,
since the abscissa plotted there is u = 1.38/(960v'z) instead of z. Therefore, to better
illustrate uncertainty in the regression analysis, equivalent results for CVZ_, and its UCL
are plotted in Figure 3 as a function of z = 1/T'?, where I" is expected weight gain. Values
of z are plotted along the horizontal axis, and z is identified by the point labeled "mean.”

To check the sensitivity of the regression results to outlying values of the
dependent variable, robust (Huber) versions of the analysis were performed with
progressively less importance attached to unusualy small or large values of W;. The
effect was to substantially decrease the estimate for o5 and dightly increase the estimate
for CV,. Using a Huber constant of 23, the estimate for o; is reduced from 9.1 g to
7.8 ug, while the estimate for CV , isincreased from 4.3% to 4.4%. Huber constants are
defined in the documentation for BMDP Module 3R.%

Because of moderate colinearity in the regression estimates of o and CV,, the
sensitivity of the o-estimate to potentia underestimation of CV, was also examined.
This was done by computing least-squares estimates of o, subject to the constraint that
CV, assume specified values greater than the unconstrained estimate of CV, . The effect
was to substantially decrease the estimate of 0. Details of the constrained analyses are
presented in Appendix B.

Table Il contains estimates of CV ., and o, obtained from the ANOVA
analysis based on Equation 12 for dust concentrations calculated from weight gains
greater than 500 pg. Since the contribution of weighing error to CV ,, appears to be
negligible, on average, for the 12 testsin this range, the RML estimate for o provides a
reasonable estimate of CV,,,.,,, However, this estimate of CV . isinflated dightly by the
average contribution of CV, 44, to o, inthe 12 tests.

pump
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Discussion

Based on the regression analysis summarized in Table 111, the standard deviation of
errorsin recorded weight gain (og) is9.1 pug (UCL = 10.3 pg). The corresponding
estimate of imprecision deriving from other sources (CV, ) is 4.3 percent (UCL = 6.8%).
These estimates exceed those obtained by the aggregated regression described in Appen-
dix A. Furthermore, as demonstrated in Appendix B, if CV, were actually greater than
4.3 percent, then this would force a decrease in the regression estimate of o;. Therefore,
the 9.1 pg estimate for o, may be regarded as conservative if CV, isbeing
underestimated. The regression estimate for o derived in the present study is consistent
with previously reported results for pre- and post-weighing to a microgram within the
same laboratory.©-(V

For dust samples collected over a 480-minute period, Table Il impliesthat CV
and its UCL are estimated by the graph shown in Figure 2. Weight gains greater than 500
g correspond to dust concentrations greater than 0.72 mg/m?3, based on 480-minute
samples. For such concentrations, the ANOVA estimate of CV,; =~ CV, = 4.6%, shown
in Table 111, falls between the regression estimate given in Figure 2 and its UCL.
Therefore, estimates obtained from the ANOV A are consistent with those obtained from
the regression analysis. The 5.1% ANOVA UCL for CV,, representing an upper bound
on imprecision not attributable to weighing error, falls well below the regression UCL of
6.8%.

The ANOVA estimate of CV e = 2.3% (UCL = 3.1%) derived here falls below
an estimate of CV g, = 5% previously published by Dr. David Bartley et a." Bartley's
estimate, however, was based on atest of only eight cyclones (compared to 32 in the
present study) and was, therefore, subject to considerable statistical uncertainty. Still,
cyclones used in the present study were al new and might, for that reason, have exhibited
less variability than the older cyclones used in the study on which Bartley's estimate was
based. On the other hand, Bartley's 5% estimate was presented as being "...conservative
in view of avalue, 1.6%, reported by Bowman et a...". ©

Conclusions

As measured by CV,,, overal measurement imprecision associated with asingle
respirable coa dust sample collected over a 480-minute period was found, with 95-percent
confidence, to be less than 9 percent for dust concentrations at or above 0.2 mg/m? and
less than 7 percent for dust concentrations at or above 0.5 mg/m?. The corresponding
maximum likelihood estimates for CV,,, are 7.8 percent and 5.0 percent, respectively. At
dust concentrations greater than 2.0 mg/m?, the maximum likelihood estimate for CV,, is
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4.3 percent (UCL = 6.4%) based on the regression analysis or 4.6 percent (UCL = 5.1%)
based on the analysis of variance (ANOVA).

Separate estimates were also obtained for the components of CV,,,,. Based on the
ANOVA, CV ,e and CV .\, Were determined to be 2.3 percent (UCL = 3.1%) and 4.0
percent (UCL = 4.4%), respectively. These combine to form an estimate of 4.6 percent
(UCL =5.1%) for CV,, whichis statistically consistent with that derived from the regres-
son andysis. (The estimatesfor CV,,,,, and CV, areinflated dightly by CV,,4., averaged
over those 12 tests in which the average observed weight gain exceeded 500 pg.) The
maximum likelihood estimate for the standard deviation of errorsin recorded weight gain
(os) was determined to be 9.1 pg, with aUCL of 10.3 pg. Since the ANOVA estimate
for CV, dightly exceeds the corresponding regression estimate and the regression esti-
mates for CV, and o, are inversely correlated, the estimate presented here for imprecision
attributable to weighing error is considered conservative.

Appendix A -- Regression of CV,,, Aggregated by Test

The aggregated, 22-point nonlinear regression analysis described by Equation 6
was carried out using BMDP Module 3R on the 22 tests as summarized in Table .
Table IV contains the resulting estimates of o and CV,, as defined in Equation 5, along
with the standard error of the regression estimate, o.. The estimated value of CV,, for
each test was weighted by a factor proportiona to the number of observations and
average sampling time for that test. The upper 95-percent, one-tailed Cook-Weisberg
confidence limits (UCL) presented for o and CV, were calculated by the BMDP statis-
tical software. Cook-Weisberg limits more accurately represent nonlinear regression
parameters than the more commonly used symmetric Wald approximations.*®

From Table 1V, the distance between the 22-point nonlinear regression estimate
for o and its UCL is10.20 - 8.88 = 1.32 pug. The corresponding value for the 343-point
linear regression, obtained from Tablell, is10.34 - 9.12 = 1.22 ug. As shown by the
distance between the regression estimate and its UCL, the 22-point nonlinear regression
model provides a dightly broader confidence interval for o than the 343-point linear
regression. The confidence interva for CV,, on the other hand, is significantly more
focussed. In particular, the UCL for CV, calculated from the 22-point mode! falls well
below the corresponding valuein Table Il and is closer to the UCL for CV, estimated
from the ANOV A model, as shownin Tablelll.

In Figure 4, the values of CV,, recorded for each test are plotted along with the
regression line obtained from Equation 6. The regression line itself represents the
expected or "true" value of CV,, predicted by the model for a given accumulation of dust
mass (i.e., weight gain). Residuals are defined by the vertical distance of points from the
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regression line and represent the effect of estimating CV ,, within each of the 22 tests by a
limited number of samples (13 to 16). Presumably, the average size of these residuals
would decrease as the square root of the number of samples within each test increased.
Note that residuals in the aggregated regression model of Equation 6 have different units
than the residuals defined by Equation 8. Therefore, the o, of Table 1V isnot directly
comparable to that of Tablell.

Appendix B -- Constrained Estimation of Weighing Imprecision

Table V contains regression results for the weighing component of measurement
imprecision (o), when the non-weighing component (CV, ) is constrained to be greater
than the least-squares regression estimate. These results were obtained using the 22-point
aggregated nonlinear regression model defined by Equation 6.

The Vaues assumed for CV, correspond to the following assumptions for CV
and CV ger

pump

CV, =5.19% CV = 4.24% and CV e = 3%

pump

CV, = 6.56% CV = 4.24% and CV e = 5%

pump

CV, =9.95% CV = 4.24% and CV e = 9%

pump
Table V shows that the effect of assuming greater values of CV, isto force a

reduction in the regression estimate of o5 and its UCL. (For comparison, the correspond-

ing, unconstrained estimates are, from Table IV, 3.73% for CV, and 8.88 ug with

UCL =10.20 ug for os.) Therefore, the unconstrained regression estimate of o is

conservative with respect to possible underestimation of CV. : i.e., if the unconstrained

estimate of CV, istoo low, then the unconstrained estimate of o is probably too high.
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Table 1. Summary of multi-port sample data. Top entry within each cell is arithmetic

mean. Bottom entry is sample Coefficient of Variation (CV,,), in percent.
_____________________________________________________________________________________________________________________________|]

Number Sampling Dust 480-Minute
TEST of Valid Time Weight Gain Concentration Equivalent
Samples (Minutes) (Micrograms) (mg/m?) (mg/m?)

1 16 305.0 4166.0 9.42 5.99
0.00 5.62 5.62 5.62
2 16 3119 5465.5 12.09 7.86
0.18 1.09 1.15 1.09
3 16 304.8 2370.7 5.37 341
0.19 3.13 3.24 3.13
4 16 283.6 4021.2 9.78 5.78
0.18 2.80 2.79 2.80
5 16 324.0 2304.1 491 3.31
0.00 3.81 3.81 3.81
6 16 3205 6749.9 14.53 9.70
0.16 2.75 2.76 2.75

7 16 301.8 155.0 0.354 0.223
0.13 3.96 3.99 3.96

8 14 343.1 89.1 0.179 0.128
0.19 8.55 8.59 8.55

9 16 3205 67.9 0.146 0.098
0.20 13.41 13.46 13.41

10 16 259.6 935 0.249 0.134
0.24 10.73 10.74 10.73
11 15 270.0 2756.2 7.04 3.96
0.00 2.96 2.96 2.96
330.0 931.7 1.95 1.34
12 16 0.00 287 287 287
360.0 2029.6 3.89 2.92
13 15 0.00 4.65 4.65 4.65
14 13 300.0 1003.0 2.31 1.44
0.00 11.19 11.19 11.19

15 16 330.0 64.5 0.135 0.092
0.00 14.37 14.37 14.37

16 16 330.0 80.2 0.168 0.115
0.00 6.20 6.20 6.20

17 16 330.0 68.1 0.142 0.098
0.00 1151 1151 1151

18 15 300.0 84.5 0.194 0.121
0.00 18.62 18.62 18.62

19 16 325.0 615 0.131 0.088
0.00 17.46 17.46 17.46

20 16 270.0 102.1 0.261 0.146
0.00 10.98 10.98 10.98
330.0 953.9 1.99 1.37
2L 15 0.00 3.60 3.60 3.60

305.0 519.5 1.18 0.747
22 16 0.00 3.38 3.38 3.38

NOTE: CV,,, may differ for weight gain and dust concentration if sampling times vary within test.
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Table 2. Results of 343-point regression analysis.

A Standard 95-percent
PARAMETER RMLE Error of RMLE | 1-tailed UCL
o2 83.15 14.46 106.94
0e (10)° 9.12 N/A 10.34
Ccv?2 18.34 17.27 46.75
CV, (percent)® 4.28 N/A 6.84
o2 3.973 N/A N/A
o, (percent?)® 1.99 N/A A

ARestricted Maximum Likelihood Estimate. Restriction is to the class of unbiased estimates.
BObtained by taking square root of estimate above.
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Table 3. Results of 186-point random effects analysis of variance.
_____________________________________________________________________________________________________________________________|]

Standard 95-percent
PARAMETER RMLEA Error of 1-tai :Ded UCL
RMLE

o2 5.33 2.50 9.45
CV ampier (PErCENt)® 2.3 N/A 3.07
02 16.21 2.02 19.54
CV pump (Percent)® 4.0 N/A 4.42
02 + 0?2 21.54 2.81 26.16
CV, (percent)® 4.6 N/A 511

ARestricted Maximum Likelihood Estimate. Restriction is to the class of unbiased estimates.
BObtained by taking square root of estimate above.
|



-R5-

Table 4. Results of 22-point aggregated regression analysis.

Least Squares Asymptotic 95-percent
PARAMETER Estimate Standard Error 1-tailed UCL"
o (M) 8.88 0.784 10.20
CV, (percent) 3.73 0.849 5.17
o, (percent) 291 N/A N/A

ACook-Weisherg Upper Confidence Limit.
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Table 5. Estimates of weighing imprecision, assuming specified values of imprecision

from other sources.

ASSUMED 9 (H9)
C\QALUE OFt Least Squares Asymptotic 95-percent
» (percent) Estimate Standard Error 1-tailed UCL"
5.19 8.43 0.830 9.84
6.56 7.88 1.037 9.61
9.95 5.67 2.243 9.00

ACook-Weisherg Upper Confidence Limit.
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Figure 1. Schematic of sampler container.



343-POINT REGRESSION FOR CViota (480-minute samples)
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Figure 2. Expected measurement imprecision as a function of dust concventration
sampled for 480 minutes.



343-POINT REGRESSION FOR CViotal
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Figure 3. Square of expected measurement imprecision as a function of the squared
reciprocal of expected weight gain.
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Figure 4. Measurement imprecision as a function of the reciprocal of weight gain.



